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A series of reactions of the type Y‚ + XH4 f YH + ‚XH3 and Y′‚ + HX(CH3)3 f Y′H + ‚X(CH3)3, where
Y ) H, CH3; Y′ ) CH3, C(CH3)3; and X) Si, Ge, Sn, Pb are studied using state-of-the-art ab initio electronic
structure methods. Second-order Møller-Plesset perturbation theory; the coupled-cluster singles, doubles,
and perturbative triples method; and density functional theory are used with correlation-consistent basis sets
(cc-pVNZ, where N) D, T, Q) and their pseudopotential analogs (cc-pVNZ-PP) to determine the transition-
state geometries, activation barriers, and thermodynamic properties of these reactions. Trends in the barrier
heights as a function of the group IVA atom (Si, Ge, Sn, and Pb) are examined. With respect to kinetics and
thermodynamics, the use of a hydrogen attached to a group IVA element as a possible hydrogen donation
tool in the mechanosynthesis of diamondoids appears feasible.

1. Introduction

Abstracting surface hydrogens to create radical sites, or
rehydrogenation of radical sites, can help control the reactivity
of surfaces. One proposed scheme that attempts to take
advantage of the abstraction and rehydrogenation process to
control reactivity is the mechanosynthesis of diamondoids.1-10

Mechanosynthesis is a paradigm that proposes to attach a
molecular tooltip to a scanning probe microscope (SPM) to
perform elementary synthetic operations, such as carbon deposi-
tion or hydrogen abstraction/donation, at a specific location on
the substrate. The first elementary step, namely, hydrogen
abstraction, is critical in mechanosynthesis and is an important
part of many chemical processes, such as chemical vapor
deposition (CVD) of diamond. In the CVD synthesis of
diamond, a precursor hydrocarbon gas such as methane enters
a plasma, thermal, or electric activation chamber in excess
hydrogen gas. The activation process leads to the formation of
atomic hydrogen, which abstracts hydrogen from the gas-phase
hydrocarbons to yield very reactive carbon-containing radicals.
These radicals deposit on the substrate and form carbon-carbon
bonds, leading to diamond growth. Atomic hydrogens also
abstract hydrogen from the diamond surface, thereby creating
nucleation sites for further diamond growth. Regarding the
mechanosynthesis of diamondoids, hydrogen abstraction has
been carefully studied in several works.1,11-14 In a recent high-
level ab initio theoretical study, we found that hydrogen
abstraction from saturated hydrocarbons using ethynyl radical
is highly exothermic and has a very small barrier.15 In the case
of ethynyl radical abstracting a hydrogen from isobutane, which
has been suggested as a good model for diamond C(111)
surface,16 the reaction is virtually barrierless, indicating that an

SPM tip with an ethynyl radical moiety could serve as a viable
hydrogen abstraction tool. Such an approach has already been
demonstrated theoretically and experimentally with non-ethynyl
tips for the abstraction of hydrogens from a Si(100) surface and
the selective manipulation of silicon atoms.17

Naturally, the next elementary step would be hydrogen
donation to radical sites, and a few promising works have
appeared in recent years. Yamamoto et al.18 demonstrated the
deposition of hydrogen atoms from a scanning tunneling
microscope (STM) with a tungsten tip to a monohydride Si-
(100)-2 × 1:H surface through the application of a+3.5 V
voltage bias to diffuse the hydrogens to the tungsten tip,
followed by -8.5 V, 300 ms pulses to induce electronic
excitations that break the tungsten-hydrogen bond. Thirstrup
et al.19 used clean and hydrogen-covered STM tips to perform
atomic-scale desorption and deposition of hydrogens from Si-
(001)-(2 × 1)-H and Si(001)-(3× 1)-H surfaces for both
positive and negative sample bias voltages with a resolution of
one to two atomic rows. McIntyre et al.,20 in an effort to
demonstrate nanocatalytic capabilities of a platinum-rhodium
STM tip operating in a reactor cell with excess H2, managed to
rehydrogenate partially dehydgrogenated carbonaceous frag-
ments on a Pt(111) surface. In another study of catalytic
hydrogenation, Mu¨ller et al.21 used a platinum-coated atomic
force microscope tip to hydrogenate terminal azide groups on
a self-assembled monolayer. They suggested that variation of
the catalytic tip and surface could enable the fabrication of
structures that cannot be made by conventional techniques.
Shimokawa et al.22 studied the temperature dependence of
thermal desorption, abstraction, and collision-induced desorption
of H2 and D2 from Ge(100) and Si(100) surfaces.

In contrast to these experimental studies, there has been little
theoretical work proposing candidate tools for the rehydroge-
nation of reactive surfaces as it pertains to mechanosynthesis.3,5

The simplest rehydrogenation reaction would involve the transfer
of a weakly bound hydrogen to a hydrocarbon radical site. A
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hydrogen atom bonded to a group IVA (Si, Ge, Sn, or Pb)
element in a substituted hydrocarbon is one possibility for a
hydrogen donor to a carbon radical. A few theoretical and
experimental works have explored a set of relevant reactions.
Song et al.23 used the breathing orbital valence bond24 and a
variety of other models built upon valence bond (VB) theory
to compute barriers to nonsymmetric (nonidentity) reactions of
type X + X′H f XH + X′ where X * X′ ) H, CH3, SiH3,
GeH3, SnH3, and PbH3. Their VB estimates for barriers and
reaction energies deviated by as much as 7 kcal mol-1 from
those computed using MP2. Drozdova et al.25 studied hydrogen
abstraction from Ge- and Sn-containing species by radicals.
Chatgilialoglu et al.26 investigated the reaction of germanium
hydrides to determine their hydrogen donation abilities. Zavitsas
et al.27 devised a scheme to predict activation energies of
hydrogen abstraction reactions by radicals on the basis of bond
dissociation energy, bond length, and infrared stretching fre-
quency of the reactants and products. They then applied their
model to 47 reactions, including some relevant to this work,
and achieved fairly good agreement with experiment. Despite
these and other studies on the adsorption and desorption of
hydrogen from surfaces of group IVA atoms,28-30 there remains
a lack of high-level ab initio or experimental data on the
hydrogen exchange reactions for simple hydrocarbons, such as
methane and isobutane with their group IVA-substituted coun-
terparts.

High-level quantum chemical methods are capable of provid-
ing very accurate estimates of reaction thermodynamics. Indeed,
the so-called Gaussian-1,31 Gaussian-2,32,33and Gaussian-3,34-36

composite methods and their variants can provide reaction
enthalpies typically within 1-2 kcal mol-1 of experiment.
Although these theoretical approaches are rather expensive
computationally and applicable only to small molecular systems,
they demonstrate that truly high-quality energetics are possible
using modern ab initio methods. In a continued effort to explore
the feasibility of mechanosynthesis of diamondoids, an under-
standing of the thermochemistry and kinetics involved in the
elementary processes becomes imperative, and modern theoreti-
cal methods are very useful in this endeavor. This work applies
high level ab initio methods, including coupled-cluster theory,
to predict reaction thermodynamics for a set of hydrogen
donation reactions and proposes a prototype hydrogen donation
tool.

2. Theoretical Methodology

The hydrogen transfer reactions considered in this study are
given in reactions 1-4 along with the point-group symmetry
considered for the reaction (and the corresponding Abelian
computational subgroup); X) Si, Ge, Sn, Pb.

Dunning’s correlation consistent basis sets (cc-pVNZ, N)
D,T,Q),37,38which provide a systematic convergence of energies
and properties toward the complete basis set limit were used
where available. For reactions involving the heavier atoms
germanium, tin, and lead, we use Peterson’s39,40 small-core

pseudopotentials (cc-pVNZ-PP, N) D,T,Q) of comparable
quality due to the increased number of electrons as well as the
need to account for relativistic effects. For the sake of brevity,
we will occasionally refer to the correlation consistent basis
sets simply as NZ and their pseudopotential analogs as NZ-PP.
To account for relativistic effects for explicit all-electron basis
sets, we use the first-order Douglas-Kroll-Hess formalism41 as
implemented in Molpro 2006.1.42 The use of these Douglas-
Kroll-Hess one-electron integrals with a correlation consistent
basis set is designated by cc-pVNZ-DK. As demonstrated in
Table 1, these small-core pseudopotentials give results that are
very comparable with those from explicit all-electron basis sets
of the same cardinal number for reaction 1 with X) Ge, an
atom for which relativistic effects are small. For an atom with
an outermost shell of quantum numbern, the cc-pVNZ-PP
pseudopotentials explicitly treat then spand (n - 1) spdshells,
leaving a core of 10, 28 and 60 electrons for germanium, tin
and lead, respectively. In contrast, the LANL2DZ and SBKJC
pseudopotentials have a larger core of 28, 46, and 78 electrons
while CRENBL has 18, 36, and 68 core electrons for Ge, Sn
and Pb, respectively.43 Reaction barriers and energies can be
rather sensitive to the choice of the pseudopotential, as shown
in Table 1 (and as discussed further below). For basis sets of
double-ú quality, reaction barriers and energies predicted using
the all-electron basis, the all-electron basis with first-order
Douglas-Kroll relativistic correction, and the correlation-
consistent pseudopotentials agree remarkably well for reaction
1 with Ge, while predictions using the large-core CRENBL and
LANL2DZ deviate significantly, particularly for the case of the
CRENBL ECP.

For cc-pVNZ or cc-pVNZ-PP basis sets which are designed
to capture valence electron correlation, we employ the frozen-
core approximation. We freeze the 3s23p63d10, 4s24p64d10 and
5s25p65d10 “core” orbitals for Ge, Sn and Pb, respectively, even
though correlating the outermostd shell may be important in
some cases.44 A limited analysis indicates that this core-freezing
scheme does not introduce significant error but makes it possible
to study larger systems using highly correlated methods.

Electron correlation is accounted for using second-order
Møller-Plesset perturbation theory (MP2) and coupled-cluster
theory with single, double, and perturbative triple substitutions
[CCSD(T)].45 Computations employed the Molpro 2006.1
program.42 For open-shell systems, we use RMP246 and the
partially spin-restricted CCSD(T), designated as ROHF-RCCSD-
(T) or simply RCCSD(T).47,48 Although we use restricted
(ROHF) references, the〈Ŝ2〉 values even for unrestricted (UHF)
references indicate that spin contamination is very minimal in
the systems considered. We have also employed the B3LYP49

and BHLYP50,51(also called BH&HLYP) functionals as imple-

H‚ + XH4 f H2 + ‚XH3 C3V/Cs (1)

‚CH3 + XH4 f CH4 + ‚XH3 C3V/Cs (2)

‚CH3 + HX(CH3)3 f CH4 + ‚X(CH3)3 C3V/Cs (3)

‚C(CH3)3 + HX(CH3)3 f HC(CH3)3 + ‚X(CH3)3

C3V/Cs (4)

TABLE 1: Quality of Small- and Large-Core
Pseudopotentials: Classical Activation Barriers (∆Eq) and
Reaction Energies (∆E, kcal mol-1) for H ‚ + GeH4 f H2 +
‚GeH3

size(e-s in core) B3LYP BHLYP MP2 CCSD(T)

∆Eq

cc-pVDZ 0.5 2.8 7.5 5.2
cc-pVDZ-DK 0.5 2.7 7.4 5.1
cc-pVDZ-PP 10 0.4 2.6 7.3 5.0
CRENBL 18 0.7 3.2 8.4 5.9
LANL2DZ 28 0.8 3.1 7.9 5.0

∆E
cc-pVDZ -19.6 -17.8 -15.7 -18.1
cc-pVDZ-DK -19.9 -18.0 -15.8 -18.2
cc-pVDZ-PP 10 -20.5 -18.6 -16.4 -18.8
CRENBL 18 -17.5 -15.2 -12.1 -14.2
LANL2DZ 28 -19.1 -17.7 -14.6 -16.5
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mented in Molpro 2006.1.42 Because density functional theory
(DFT) methods typically underestimate reaction barriers, espe-
cially for hydrogen transfer reactions (see ref 15 and references
within), it is interesting to examine their performance for the
present reactions. B3LYP and functionals using inexact ex-
change have been particularly susceptible to self-interaction
errors that lead to the underestimation of barriers. Functionals
such as BHLYP,50,51 which includes 50% Hartree-Fock ex-
change (compared to 20% in B3LYP) and 50% Becke88
exchange52 in conjunction with the LYP correlation functional,50

perform better. (Of the many other exchange-correlation func-
tionals designed to predict improved hydrogen transfer barriers,
the MPW1K53 functional has also had some success.)54

To compare our theoretical heats of reaction∆H (298 K)
directly with the experimental thermochemical data, we have
converted our ab initio bare energy differences,∆E, into 0 K
enthalpy differences,∆H (0 K), by adding the zero-point
vibrational energy correction (∆ZPVE), estimated simply as one-
half of the sum of the (unscaled) vibrational frequencies. We
also obtain 298 K enthalpy differences,∆H (298 K), by adding
finite temperature corrections using the usual vibrational,
rotational, and translational partition functions in conjunction
with the harmonic oscillator, rigid rotator, and particle-in-a-
box models.

The phenomenological activation barriers,Ea, are determined
from experiment by an indirect process in which the reaction
rate, k, is obtained at a series of temperatures,T. Fitting the
temperature-dependent rate to a simple Arrhenius form,k(T) )
Ae-Ea/RT, the physical activation barrier can be determined. The
problem with this approach is that most rate-vs-temperature
relations do not fit the Arrhenius form for all temperature
regimes due to effects such as hydrogen tunneling or the strong
temperature dependence of the vibrational partition function
when there are low-frequency bending modes. We compared
our theoretical barriers with experimental values derived from
rate-vs-temperature data in temperature ranges where a simple
Arrhenius fit seems suitable. It must be stressed that these
experimentally deduced activation barriers depend on the
temperature range used for the Arrhenius fit and that this
complicates a direct comparison with reaction barriers computed
quantum mechanically.

To compare our “classical” activation barriers,∆Eq, with these
experimentally deduced activation energies,Ea, we first add
zero-point vibrational corrections and finite-temperature cor-
rections (as discussed above) to obtain∆Hq(T). Next, it follows
from transition state theory55 that for a reaction that undergoes
a change of∆nq in the number of molecules while going from
reactants to a transition state, the experimentalEa(T) is related
to ∆Hq(T) by

∆nq for these bimolecular reactions is-1 since the two reactants
form one complex in the transition state.

One possible cause for a deviation from Arrhenius behavior
is quantum mechanical tunneling of hydrogen atoms through
classical barriers. The simplest approach to assess the role of
quantum tunneling is the Wigner correction to the reaction
rate.56,57 Given the magnitudeνt of the imaginary frequency
along the reaction coordinate at the transition state, the rate is
enhanced by a factor of

Note that this correction predicts tunneling to be faster through
thin barriers (with largeνt) than through wide barriers (small
νt), as one would expect. Because we are comparing activation
energies rather than rates, we may incorporate this correction
into our theoretical results as an effective barrier height lowering
by evaluating

wherey(T) ) 1/24(hνt/kbT)2. As discussed below, this correction
amounts to a few tenths of 1 kcal mol-1 for the systems studied.
Wigner-corrected activation energies will be denotedEa-W.

3. Results and Discussion

3.1. Transition State Geometries.As predicted by Ham-
mond’s postulate,58 reactions with a small barrier and high
exothermicity have a transition state that closely resembles the
reactants. In agreement with this prediction, for the four
reactions studied, the transition state has more reactant-like
geometry as the metal/metalloid changes from Si through Pb,
because there is an accompanying increase in the reaction
exothermicity and decrease in barrier height. At the RMP2/cc-
pVDZ[-PP] level, reactions involving Pb typically have low
barriers (∆Eq < 4 kcal mol-1) and high exothermicities (∆E ∼
-35 to -45 kcal mol-1), and the Pb-H bond lengths in the
transition state (R[Pb-H] ∼ 1.8 Å) are very similar to what
they are in the reactants (∼1.8 Å). Additionally, the forming
bond between hydrogen and carbon (reactions 2-4) or hydrogen
(reaction 1) is very long in the transition state:R[C-H] ∼
1.8 Å andR[H-H] ∼ 1.4 Å. This is in contrast to reactions
involving Si, for which∆Eq ∼ 8-11 kcal mol-1, ∆E ∼ -9 to
-19 kcal mol-1, and the transition state has geometrical
parametersR[Si-H] ∼ 1.6 Å (compared to∼ 1.5 Å in the
reactant),R[C-H] ∼ 1.6, andR[H-H] ∼ 1.1 Å.

3.2. Basis Set Dependence.The reliability of our predicted
barriers and energies of reaction depends on the quality of the
basis sets employed and the level of electron correlation
treatment. In the case of the heavy group IVA atoms, it is
important to properly account for relativistic effects, as well.
Small-core pseudopotentials replace only a few core orbitals
by a pseudopotential, whereas large-core pseudopotentials
replace more core orbitals and leave few orbitals to be described
explicitly by a self-consistent-field procedure. There is an
apparent difference in the quality of predictions made using
small-core and large-core pseudopotentials, as demonstrated in
Table 1 for the reaction H‚ + GeH4 f H2 + ‚GeH3. The
comparison was most convenient for a reaction involving Ge
because there are explicit basis sets as well as pseudopotentials
for germanium.

In Table 1, the most accurate representation should be the
all-electron cc-pVDZ basis set with a first-order Douglas-
Kroll-Hess relativistic correction, designated in the Table as
cc-pVDZ-DK. Comparing the∆Eq and∆E values predicted by
other basis sets and pseudopotentials with cc-pVDZ-DK values,
the CRENBL and LANL2DZ ECPs deviate rather significantly.
LANL2DZ and CRENBL are common pseudopotentials with
a large core of 28 and 18 electrons, respectively. Although
barriers and energies of reaction predicted by the small-core
cc-pVDZ-PP match those of cc-pVDZ-DK almost exactly, the
CRENBL and LANL2DZ analogs introduce an error as much
as∼1 kcal mol-1 for barriers and∼4 kcal mol-1 for energies
of reaction, even for this seemingly simple reaction. Compared
to the all-electron, relativistic cc-pVDZ-DK results, it is

Ea(T) ) ∆Hq(T) + (1 - ∆nq)RT (5)

KW(T) ) 1 + 1
24(hνt

kbT)2

(6)

∆Ea ) -kb

d ln KW

d(1/T)
) -2kbT

y(T)

1 + y(T)
(7)
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particularly striking that the small-core CRENBL ECP does not
even perform as well as the large-core LANL2DZ ECP. One
should also note that the variation among predicted properties
is more significant for MP2 and CCSD(T) than for the DFT
methods. This observation is in line with the general basis set
insensitivity of DFT.

Table 1 clearly shows that the cc-pVNZ-PP pseudopotentials
are the most reliable of those considered. However, now that
the cc-pVNZ and cc-pVNZ-PP families of basis sets have been
chosen, it remains to be seen how the barriers and reaction
energies depend on the basis set size as one progresses to triple-
and quadruple-ú basis sets. We can perform this analysis for
reactions 1 and 2, for which calculations using triple-ú and
quadruple-ú quality basis sets are feasible. Tables 2 and 3 show

that cc-pVDZ and cc-pVDZ-PP basis sets are not close to the
complete basis set limit, as indicated by the significant difference
between double-ú, triple-ú, and quadruple-ú results. However,
the convergence of activation energies with respect to basis set
shows very different behavior for DFT as compared to ab initio
methods such as MP2 and CCSD(T). Although activation
energies predicted by ab initio methods typically decrease by
∼1 kcal mol-1 going from cc-pVDZ[-PP] to cc-pVTZ[-PP] and
another∼0.5 kcal mol-1 going from cc-pVTZ[-PP] to cc-
pVQZ[-PP], B3LYP and BHLYP show very small increases
with increasing basis set size.

The sensitivity of the reaction energies (∆E) to basis set is
more similar between ab initio and DFT methods. For reactions
1 and 2, reaction energies typically change by(3 kcal mol-1

TABLE 2: Basis Set and Method Dependence of Classical Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for H ‚ +
XH4 f H2 + ‚XH3, Where X ) Si, Ge, Sn, or Pba,b

∆Eq ∆E

DZ DZ-PP TZ TZ-PP QZ QZ-PP DZ DZ-PP TZ TZ-PP QZ QZ-PP

X ) Si
B3LYP 1.6 - 1.9 - 2.0 - -13.9 - -15.2 - -14.9 -
BHLYP 4.7 - 5.1 - 5.2 - -12.4 - -13.1 - -12.7 -
MP2 9.6 - 8.6 - 8.4 - -10.0 - -11.1 - -10.7 -
CCSD(T) 6.9 - 5.8 - 5.5 - -12.4 - -13.5 - -13.1 -

X ) Ge
B3LYP 0.5 0.4 0.6 0.5 0.5 -19.6 -20.5 -21.5 -22.4 -22.3
BHLYP 2.8 2.6 2.9 2.7 2.7 -17.7 -18.6 -19.6 -20.3 -20.2
MP2 7.5 7.3 6.2 6.2 5.9 -15.7 -16.4 -18.0 -18.3 -18.4
CCSD(T) 5.1 5.0 3.8 3.7 3.3 -18.1 -18.8 -20.2 -20.5 -20.5

X ) Sn
B3LYP - 0.0 - 0.1 - 0.1 -29.5 - -31.8 - -31.5
BHLYP - 1.2 - 1.3 - 1.3 -27.6 - -29.7 - -29.5
MP2 - 5.5 - 4.4 - 4.1 -25.7 - -28.0 - -27.9
CCSD(T) - 3.6 - 2.3 - 2.0 -28.0 - -29.9 - -29.8

X ) Pb
B3LYP - 0.0 - 0.0 - 0.0 - -39.0 - -41.5 - -41.1
BHLYP - 0.4 - 0.4 - 0.4 - -36.9 - -39.2 - -38.8
MP2 - 3.9 - 2.9 - 2.2 - -34.9 - -37.4 - -37.2
CCSD(T) - 2.4 - 1.3 - - -37.3 - -39.5 - -39.2

a “-” indicates the absence of a particular basis set or pseudopotential for the Group IVA element.b DZ, TZ, and QZ denote cc-pVDZ, cc-pVTZ,
and cc-pVQZ basis sets, respectively.

TABLE 3: Basis Set and Method Dependence of Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for ‚CH3 + XH4
f CH4 + ‚XH3, Where X ) Si, Ge, Sn, or Pba,b

∆Eq ∆E

DZ DZ-PP TZ TZ-PP QZ QZ-PP DZ DZ-PP TZ TZ-PP QZ QZ-PP

X ) Si
B3LYP 5.8 - 7.0 - 7.2 - -14.9 - -17.1 - -16.6 -
BHLYP 10.2 - 11.4 - 11.7 - -16.4 - -15.2 - -14.7 -
MP2 10.4 - 9.8 - 9.7 - -18.5 - -17.9 - -17.3 -
CCSD(T) 10.2 - 9.4 - - -16.8 - -16.5 - -16.0 -

X ) Ge
B3LYP 3.5 3.1 4.3 4.0 4.1 -20.6 -21.5 -23.4 -24.4 -23.9
BHLYP 7.5 7.2 8.3 8.0 8.1 -21.8 -22.6 -21.8 -22.5 -22.2
MP2 8.2 8.0 7.2 7.6 6.7 -24.2 -24.9 -24.7 -25.1 -24.9
CCSD(T) 8.0 7.7 6.8 6.5 6.2 -22.5 -23.2 -23.1 -23.5 -23.5

X ) Sn
B3LYP - 1.7 - 2.2 - 2.4 - -30.4 - -33.7 - -33.2
BHLYP - 5.0 - 5.5 - 5.6 - -31.6 - -31.9 - -31.4
MP2 - 6.3 - 5.1 - 4.8 - -34.3 - -34.7 - -34.4
CCSD(T) - 5.9 - 4.4 - 4.2 - -32.4 - -32.9 - -32.7

X ) Pb
B3LYP - 0.2 - 0.5 - 0.7 - -40.0 - -43.4 - -42.7
BHLYP - 2.6 - 2.9 - 3.1 - -41.0 - -41.4 - -40.8
MP2 - 3.9 - 2.8 - 2.6 - -43.4 - -44.2 - -43.8
CCSD(T) - 3.5 - 2.2 - 2.0 - -41.7 - -42.4 - -42.2

a “-” indicates the absence of a particular basis set or pseudopotential for the Group IVA element.b DZ, TZ, and QZ denote cc-pVDZ, cc-pVTZ,
and cc-pVQZ basis sets, respectively.
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or less upon going from a double-ú to a triple-ú quality basis
and by 0.7 kcal mol-1 or less by further improvement to
quadruple-ú basis sets. Given that the reaction energies are larger
in magnitude than the activation barriers, these changes are small
on a relative scale.

Overall, it appears that the cc-pVQZ[-PP] results, where
available, are nearly converged with respect to the quality of
the basis set. However, for the more limited cc-pVDZ[-PP] basis,
which was more practical for the larger systems studied, one
must keep in mind that a typical basis set correction is
∼-1.5 kcal mol-1 for MP2 and CCSD(T) barriers just from
increasing the basis set from cc-pVDZ[-PP] to cc-pVQZ[-PP]
quality.

3.3. Dependence on Electron Correlation Treatment.Most
density functionals underestimate hydrogen transfer barriers due
to self-interaction error. This phenomenon is particularly notable
in the case of pure functionals, such as BLYP, and it remains
a significant problem in hybrid functionals with only a minor
component of HF exchange, such as B3LYP. For example,
B3LYP has difficulty predicting barriers for reactions involving
atomic hydrogen, as demonstrated for the simple reaction H2

+ H f H + H2, for which UB3LYP/cc-pVDZ and RB3LYP/
cc-pVDZ classical barriers deviate from experiment by 6.7 and
4.9 kcal mol-1.15 Figures 1-4 show the classical barriers and
the reaction energies for the four reactions considered using
different correlation methods in conjunction with the cc-pVDZ[-
PP] basis set. As seen in the figures, barriers computed using
DFT differ from MP2 and CCSD(T) most significantly for
reaction 1, for which B3LYP classical barriers are as much as
5 kcal mol-1 lower than CCSD(T) barriers. However, this
deviation becomes smaller when we consider computations of
the Wigner-corrected, 298 K activation energies using larger
basis sets (differences typically 2 kcal mol-1 or less).

For a set of hydrogen transfer reactions, Hoz et al.59

demonstrated that B3LYP barriers are usually lower than those
from experiment and that the disparity between the two gets
larger as the hydrogen donor or acceptor (or both) becomes more
electronegative. For our systems, the electronegativity of the
atoms increases in the order Pb(1.8)< Si(1.90)< Sn(1.96)<
Ge(2.01)< H(2.20)< C(2.55).60 Since the electronegativities
of our donor atoms (Si, Ge, Sn, and Pb) are fairly similar, we
would expect B3LYP to perform comparably for them all. Our
results do show that the performance of B3LYP as compared
to CCSD(T) is roughly independent of the donor atom.

BHLYP, which contains 50% HF exchange, is often thought
to be superior to B3LYP for computing barrier heights because
it is less prone to self-interaction error. Indeed, as shown in
Figures 1-4, the BHLYP barriers are significantly larger than
the B3LYP barriers. For the cc-pVDZ[-PP] basis sets used in
these figures, the BHLYP barriers are comparable to those
predicted by MP2 and CCSD(T) for reactions 2 and 3, and they
are significantly larger than the MP2 barriers for reaction 4.
For reactions 2-4, BHLYP barriers are frequently larger than
MP2 and CCSD(T) barriers when larger basis sets are consid-
ered.

MP2 has a tendency to overestimate barriers relative to
CCSD(T) for hydrogen transfer reactions between simple
hydrocarbons,15 and that same pattern is observed here. This
overestimation is most pronounced for reaction 1. These
deviations of MP2 from CCSD(T) highlight the importance of
the correlation treatment to obtain accurate barrier heights and
reaction energies.

The reaction energies show significant dependence on the
electron correlation treatment. For reaction 1, B3LYP reaction
energies are lower than for all other methods by 1.5-4 kcal
mol-1, whereas MP2 predicts∆E values that are 1-5 kcal mol-1

Figure 1. Classical barriers (a) and energies of reaction (b) for H‚ +
XH4f H2 + ‚XH3 calculated using cc-pVDZ basis sets for Si and cc-
pVDZ-PP pseudopotential for Ge, Sn, and Pb.

Figure 2. Classical barriers (a) and energies of reaction (b) for‚CH3

+ XH4 f CH4 + ‚XH3 calculated using cc-pVDZ basis sets for Si and
cc-pVDZ-PP pseudopotential for Ge, Sn, and Pb.
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lower than all other methods for reactions 2-4. Relative to
CCSD(T), MP2 energies of reaction are typically 2 kcal mol-1

higher than those predicted by CCSD(T) for reaction 1 and
2 kcal mol-1 lower for reactions 2-4.

3.4. Comparison to Experimental Energies.Experimental
enthalpies of reaction were calculated as the difference in the
hydride bond dissociation energy,D0

298, between the hydrogen
donating and accepting groups. For a reaction of type

the ∆H (298) is calculated as

D0
298 values for the relevant silicon and germanium species

are available.60 Let us first consider the silicon-based reactions,
whose energetics are presented in Table 4. Compared to the
experimental reaction enthalpy∆H(298) ) -12.5 kcal mol-1

for reaction 1, the errors in quadruple-ú B3LYP, BHLYP, MP2,
and CCSD(T) values are-1.8, 0.4, 2.5, and 0.8 kcal mol-1,
respectively. For reaction 2, with an experimental reaction
enthalpy of-13.3 kcal mol-1, the errors are-0.3, 1.8,-0.9,
and 1.2 kcal mol-1 for B3LYP, BHLYP, MP2, and CCSD(T),
respectively. For reaction 3 (experimental enthalpy of
-10.4 kcal mol-1), theoretical results using the smaller cc-pVDZ
basis are within 0.5 kcal mol-1, except for the case of MP2,
for which the difference amounts to 2.0 kcal mol-1. The
experimental enthalpy for reaction 4 is much smaller, at-1.1
kcal mol-1. In this case, the DFT enthalpies are in good
agreement (within 0.4 kcal mol-1), but MP2 and CCSD(T) are
somewhat further off for the cc-pVDZ basis set (errors of 5.1
and 3.0 kcal mol-1, respectively, with basis set effects probably
being the largest contributor to the difference).

The comparisons between theory and experiment for the
germanium-based reactions (Table 5) exhibit a behavior that is
similar to those seen for the silicon-based reactions. For reaction
1, the difference between experiment and theory (using the cc-
pVQZ-PP pseudopotential) is<1.4 kcal mol-1, except for the
case of MP2, for which it is 3.3 kcal mol-1. For reaction 2,
B3LYP, BHLYP, MP2, and CCSD(T) deviate from experiment
by 0.9, 2.8, 0.0, and 1.4 kcal mol-1, respectively. Just as the
case for silicon-based reaction 3, the only notable difference
between experiment and theory (using the cc-pVDZ-PP pseudo-
potential) appears for MP2/DZ-PP, for which it is-2.1 kcal
mol-1. The reaction enthalpy for reaction 4 is larger (-8.7 kcal
mol-1) for germanium than it was for silicon, but again, the
comparisons between theory and experiment are similar: there
are small errors vs experiment for B3LYP (-0.6) and BHLYP
(0.3) and larger errors for MP2 (-4.7) and CCSD(T)
(-2.5 kcal mol-1) using double-ú basis sets. Overall, this level
of agreement for these reaction energies appears reasonable.

As mentioned in Section 2, it is often difficult to match the
phenomenological activation barriers that are derived from
experiment with those computed theoretically. Our high-level
Wigner-corrected CCSD(T)/cc-pVTZ[-PP] and CCSD(T)/cc-
pVQZ[-PP] barriers for reactions 1 and 2 differ from experiment
by 0.8-3.3 kcal mol-1 for the few cases for which experimental
barriers were available for comparison. This agreement is
reasonable, given the inherent difficulties of making these
comparisons, but given the large basis sets used and the
presumed robustness of the CCSD(T) method for these systems,
one might have expected somewhat closer agreement. Surpris-
ingly, B3LYP barriers match the available experimental values
better than any of the other methods.

From a theoretical standpoint, the potential remaining sources
of error include the approximate nature of the Wigner tunneling

Figure 3. Classical barriers (a) and energies of reaction (b) for‚CH3

+ HX(CH3)3 f CH4 + ‚X(CH3)3 calculated using cc-pVDZ basis sets
for Si and cc-pVDZ-PP pseudopotential for Ge, Sn, and Pb.

Figure 4. Classical barriers (a) and energies of reaction (b) for
‚C(CH3)3 + HX(CH3)3 f HC(CH3)3 + ‚X(CH3)3 calculated using cc-
pVDZ basis sets for Si and cc-pVDZ-PP pseudopotential for Ge, Sn,
and Pb.

Y‚ + HX f YH + ‚X (8)

∆H(298)) D0
298(X - H) - D0

298(Y - H) (9)
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correction, the possible need for diffuse functions in the basis,
our core-freezing scheme, the approximations used in the
estimation of the finite temperature corrections, and the potential
for multireference character in the wavefunction. In addition to
theoretical errors, there remains the previously mentioned
uncertainty in the experimentally deduced barriers due to
possible non-Arrhenius behavior and the fact that the fitting
procedure is sensitive to the temperature range used.

Let us consider the most likely potential sources of error in
the theoretical treatment and how agreement with experiment
might be improved. When using a double-ú quality basis set in
MP2 and CCSD(T) calculations, the effect of diffuse functions
is seen to be as much as 2 kcal mol-1 for classical activation
barriers (see Supporting Information). For the more complete
triple- and quadruple-ú quality basis sets, the difference remains
significant but decreases to well below 1 kcal mol-1. Thus, the
need for diffuse functions could account in part for the difference
between experimental and theoretical activation barriers. An-
other possible source of error could be our core-freezing scheme.
For cc-pVNZ and cc-pVNZ-PP basis sets, we did not correlate
electrons in the highest-lying set of d orbitals. Although this
approximation appears reasonable,39 it is possible that correlating
these electrons may be important. To explore this question, MP2
and CCSD(T) computations using the cc-pVDZ-PP basis were

performed for reactions 1 and 2 in which the (n - 1) d shell
was correlated. This led to a lowering of 0-0.1 kcal mol-1 for
reaction 1 and 0.1-0.3 kcal mol-1 for reaction 2, with a smaller
effect for CCSD(T) than for MP2. Thus, the effect of d-electron
correlation does not appear to be large.

Another potential source of error is the possible importance
of electronic near-degeneracies in some of these systems.
Whereas CCSD(T) is very reliable for well-behaved systems,
it can suffer in the case of electronic near-degeneracies, as may
arise in bond-breaking and bond-making situations. In an
examination of reactions 1 and 2, we found that several of the
transition states feature values of the T1 diagnostic61,62close to
the value of 0.02, above which multireference character often
becomes important. Considering the alternative D1 diagnostic63-65

for these systems, we find several values for transition states
that approach 0.05, whereas for open-shell systems such as those
considered here, the quality of the coupled-cluster wavefunction
is thought to degrade for values over 0.025.64 However,
examination of the largest T2 amplitudes does not support the
idea that nondynamical correlation effects could be large: the
largest T2 amplitudes observed are in the range of 0.05-0.06
for transition states, as compared to 0.05 for the well-behaved
case of the H2 O molecule (CCSD/6-31G). Moreover, prelimi-
nary full CI/6-31G* computations at CCSD(T)/6-31G* geom-

TABLE 4: Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for Silicon-Based Reactionsa,b

B3LYP BHLYP MP2 CCSD(T)

DZ TZ QZ DZ TZ QZ DZ TZ QZ DZ TZ QZ expt

‚H + SiH4 f H2 + ‚SiH3

∆Eq 1.6 1.9 2.0 4.7 5.1 5.2 9.6 8.6 8.4 6.9 5.8 5.5
∆Hq (0) 1.2 1.5 1.6 4.0 4.4 4.5 8.8 7.8 7.6 7.0 5.9 5.6
∆Hq (298) 0.9 1.2 1.3 3.6 4.0 4.1 8.5 7.5 7.3 6.7 5.6 5.3
Ea (298) 2.1 2.4 2.5 4.8 5.2 5.3 9.7 8.7 8.5 7.8 6.8 6.5
Ea (298)-W 1.8 2.1 2.2 4.1 4.5 4.6 8.7 7.7 7.5 7.1 6.1 5.8 2.5-3.8c

∆E -13.9 -15.2 -14.9 -12.4 -13.1 -12.7 -10.0 -11.1 -10.7 -12.4 -13.5 -13.1
∆H (0) -13.9 -15.2 -14.9 -12.4 -13.1 -12.7 -9.9 -11.0 -10.6 -11.6 -12.7 -12.3
∆H (298) -13.3 -14.6 -14.3 -11.8 -12.5 -12.1 -9.3 -10.4 -10.0 -11.0 -12.1 -11.7 -12.5d

‚CH3 + SiH4 f CH4 + ‚SiH3

∆Eq 5.8 7.0 7.2 10.2 11.4 11.7 10.4 9.8 9.7 10.2 9.4
∆Hq (0) 6.1 7.3 7.5 10.7 11.9 12.2 10.6 10.0 9.9 11.4 10.6
∆Hq (298) 4.9 6.1 6.3 9.3 10.5 10.8 9.6 9.0 8.9 9.4 8.6
Ea (298) 6.1 7.3 7.5 10.5 11.7 12.0 10.8 10.2 10.1 10.6 9.8
Ea (298)-W 5.6 6.8 7.0 9.7 10.9 11.2 10.0 9.4 9.3 9.8 9.0 6.2-7.5e

∆E -14.9 -17.1 -16.6 -16.4 -15.2 -14.7 -18.5 -17.9 -17.3 -16.8 -16.5 -16.0
∆H (0) -11.7 -13.9 -13.4 -13.0 -11.8 -11.3 -15.2 -14.6 -14.0 -12.7 -12.4 -11.9
∆H (298) -11.9 -14.1 -13.6 -13.2 -12.0 -11.5 -15.4 -14.8 -14.2 -12.9 -12.6 -12.1 -13.3d

‚CH3 + HSi(CH3)3 f CH4 + ‚Si(CH3)3

∆Eq 7.1 12.0 10.9
∆Hq (0) 7.1 12.2 12.0
∆Hq (298) 6.7 11.8 11.6
Ea (298) 7.9 13.0 12.8
Ea (298)-W 7.3 12.1 11.9 7.0-8.3f

∆E -13.3 -13.8 -15.9 -14.3
∆H (0) -9.7 -9.9 -12.2 -10.5
∆H (298) -9.9 -10.1 -12.4 -10.7 -10.4d

‚C(CH3)3 + HSi(CH3)3 f HC(CH3)3 + ‚Si(CH3)3

∆Eq 11.2 15.2 8.0
∆Hq (0) 10.4 14.5 7.3g

∆Hq (298) 10.6 14.6 7.4g

Ea (298) 11.8 15.8 8.6g

Ea (298)-W 11.0 14.9 7.7g

∆E -4.6 -4.0 -9.1 -7.0
∆H (0) -1.1 -0.4 -5.8 -3.6h

∆H (298) -1.5 -0.8 -6.2 -4.1h -1.1d

a All ZPVE, thermal, and Wigner tunneling corrections evaluated using cc-pVDZ basis unless indicated otherwise.b DZ, TZ, and QZ denote
cc-pVDZ, cc-pVTZ, and cc-pVQZ basis sets, respectively.c Ref 69-71. d Ref 60.e Ref 72-76. f Ref 72, 76-78. g Thermal, ZPVE, and Wigner
corrections computed using BHLYP frequencies.h Thermal and ZPVE corrections computed using MP2 frequencies.
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etries for the reaction of H with SiH4 indicate a lowering of the
classical barrier by a modest 0.3 out of a 10.9 kcal mol-1 barrier
at the CCSD(T)/6-31G* level of theory. Altogether, it appears
that nondynamical correlation effects are not very significant
and that CCSD(T) should be reliable for these reactions.

From an experimental standpoint, the kinetics data was
gathered at a temperature regime different from 298 K.
Considering that activation barriers are inherently sensitive to
temperature, it is possible that the choice of temperature regime
could account for some of the discrepancy between our values
and that of experiment. However, the experimental barriers we
report are generated by fitting kinetics data from different
experiments over various temperature ranges, and they represent
the best fit. Our attempt to fit limited sets of data in the
proximity of 298 K yielded barriers that are not very different
from those inferred by fitting kinetics data over a much larger
temperature range. Thus, the reason for the somewhat larger
than expected difference between the experimentally deduced
activation barriers and our best CCSD(T) results remains
uncertain, and it would be interesting to examine this question
with even more rigorous computations in the future. However,
even if the errors in our best theoretical estimates are as large
as ∼3 kcal mol-1 for reaction barriers, this is more than
sufficient to obtain a qualitative and even semiquantitative
understanding of these reactions.

It is clear from the theoretical predictions that the barriers
for the reactions considered are quite small, with most of the
MP2 and CCSD(T) barriers lying below 10 kcal mol-1 and
becoming smaller for the heavier group IVA atoms. Moreover,
all reactions considered are exothermic, with reaction energies

around -10 to -45 kcal mol-1, and they become more
exothermic for the heavier group IVA atoms.

TABLE 5: Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for Germanium-Based Reactionsa,b

B3LYP BHLYP MP2 CCSD(T)

DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP expt

‚H + GeH4 f H2 + ‚GeH3
∆Eq 0.4 0.5 0.5 2.6 2.7 2.7 7.3 6.2 5.9 5.0 3.7 3.3
∆Hq (0) 0.5 0.6 0.5 2.2 2.3 2.3 6.8 5.7 5.4 4.4 3.1 2.7
∆Hq (298) 0.3 0.4 0.4 1.9 2.0 2.0 6.4 5.3 5.0 4.2 2.9 2.5
Ea (298) 1.5 1.6 1.6 3.1 3.2 3.2 7.6 6.5 6.2 5.3 4.1 3.7
Ea (298)-W 1.4 1.5 1.5 2.6 2.7 2.7 6.8 5.7 5.4 4.7 3.5 3.1 1.8-2.3c

∆E -20.5 -22.4 -22.3 -18.6 -20.3 -20.2 -16.4 -18.3 -18.4 -18.8 -20.5 -20.5
∆H (0) -20.3 -22.2 -22.1 -18.3 -20.0 -19.9 -16.0 -17.9 -18.0 -18.6 -20.3 -20.3
∆H (298) -19.7 -21.6 -21.5 -17.8 -19.5 -19.4 -15.5 -17.4 -17.5 -18.0 -19.7 -19.7 -20.8d

‚CH3 + GeH4 f CH4 + ‚GeH3
∆Eq 3.1 4.0 4.1 7.2 8.0 8.1 8.0 7.6 6.7 7.7 6.5 6.2
∆H (0) 3.8 4.7 4.8 7.8 7.4 7.5 8.3 7.9 7.0 8.0 6.9 6.6
∆Hq (298) 3.0 3.9 4.0 7.0 6.6 6.7 7.5 7.1 6.2 7.2 6.1 5.8
Ea (298) 4.2 5.1 5.2 8.1 7.7 7.8 8.7 8.3 7.4 8.4 7.3 7.0
Ea (298)-W 4.0 4.9 5.0 7.5 7.1 7.2 8.0 7.6 6.7 7.7 6.6 6.3 ∆E

∆E -21.5 -24.4 -23.9 -22.6 -22.5 -22.2 -24.9 -25.1 -24.9 -23.2 -23.5 -23.5
∆H (0) -18.1 -21.0 -20.5 -19.0 -18.9 -18.6 -21.4 -21.6 -21.4 -19.7 -20.0 -20.0
∆H (298) -18.3 -21.2 -20.7 -19.2 -19.1 -18.8 -21.6 -21.8 -21.6 -19.9 -20.2 -20.2 -21.6d

‚CH3 + HGe(CH3)3 f CH4 + ‚Ge(CH3)3
∆Eq 4.0 8.6 8.3
∆Hq (0) 4.3 8.8 8.4
∆Hq (298) 3.9 8.3 7.9
Ea (298) 5.1 9.5 9.1
Ea (298)-W 4.8 8.8 8.4

∆E -21.3 -21.5 -23.3 -21.6
∆H (0) -17.5 -17.6 -19.7 -18.0e

∆H (298) -18.0 -18.1 -20.1 -18.4e -18.0d

‚C(CH3)3 + HGe(CH3)3 f HC(CH3)3 + ‚Ge(CH3)3
∆Eq 7.0 10.8 4.9

∆E -12.7 -11.7 -16.5 -14.3
∆H (0) -8.9 -7.9 -13.0 -10.8e

∆H (298) -9.3 -8.4 -13.4 -11.2e -8.7d

a All ZPVE, thermal, and Wigner tunneling corrections evaluated using cc-pVDZ basis unless indicated otherwise.b DZ, TZ, and QZ denote
cc-pVDZ, cc-pVTZ, and cc-pVQZ basis sets,respectivelyc Ref 79-81. d Ref 60.e Thermal and ZPVE corrections computed using MP2 frequencies.

Figure 5. RMP2/cc-pVDZ[-pp] classical barriers (a) and reaction
energies (b) for reactions 1-4
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3.5. Hydrogen Donation Tool.Having considered the general
features of these hydrogen transfer reactions, let us consider
how the present results impact proposed schemes for the
mechanosynthesis of diamond or other hydrocarbons, which
require the selective abstraction and donation of hydrogen atoms.
For such an approach to be realized, it is imperative that the
hydrogen abstraction and donation tools have favorable ther-
modynamics, facile kinetics, and good positional control.1-6 The
most natural tool for these purposes would be something like a
scanning probe microscope (SPM),2 whose tip is modified for
the purposes of hydrogen abstraction or donation. Such tech-
niques have already been used for subnanometer manipulation

of atoms.10 For hydrogen donation, we can model the SPM tip
with a Si/Ge/Sn/Pb-substituted isobutane. As indicated above,
the donation of a hydrogen from such a tool would have low
activation barriers and negative reaction energies, particularly
when using Ge, Sn, or Pb atoms.

Figure 5 shows general trends in the thermochemistry of the
different models we have considered. The MP2/DZ[-PP] clas-
sical barriers for our four model reactions decrease monotoni-
cally as the group IVA atom changes in the order Sif Ge f
Sn f Pb. For each group IVA atom, as the size of our model
reactions increases in reactions 1-3, we notice a moderate
increase in classical barriers. However, there is a significant
drop in the MP2/DZ[-PP] classical barrier heights going from
reaction 3 to 4, our largest model. On the contrary, B3LYP/
DZ[-PP] and BHLYP/DZ[-PP] predict a significant increase in
the classical barrier upon going from reaction 3 to 4. Since
reactions 3 and 4 are too large for a CCSD(T) transition state
search, we approximated the CCSD(T) barriers by performing
CCSD(T) single-point energy computations at the MP2 and
BHLYP optimized geometries, which we might refer to as
CCSD(T)//MP2 and CCSD(T)//BHLYP, respectively. Although
the MP2 and BHLYP optimized geometries are quite different,
both the CCSD(T)//MP2 and CCSD(T)//BHLYP barriers exhibit
a dip in the reaction energy in proceeding from reaction 3 to 4,
indicating that the behavior in the MP2 classical barriers is not
an artifact. One of the implications of these findings for reaction
4 is that, contrary to the picture painted by reactions 1-3, the
classical barrier to hydrogen donation does not monotonically

Figure 6. MP2/cc-pVDZ[-PP] -C-X-H bending potential for
HX(CH3)3, where X) C, Si, Ge, Sn, and Pb

TABLE 6: Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for Tin-Based Reactionsa,b

B3LYP BHLYP MP2 CCSD(T)

DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP expt

‚H + SnH4 f H2 + ‚SnH3

∆Eq 0.0 0.1 0.1 1.2 1.3 1.3 5.5 4.4 4.1 3.6 2.3 2.0
∆Hq (0) 0.2 0.3 0.3 1.2 1.3 1.3 5.3 4.2 3.9 3.4 2.1 1.8
∆Hq (298) 0.2 0.3 0.3 1.0 1.1 1.1 5.0 3.9 3.6 3.1 1.8 1.5
Ea (298) 1.4 1.5 1.5 2.2 2.3 2.3 6.2 5.1 4.8 4.3 3.0 2.7
Ea (298)-W 1.4 1.5 1.5 1.9 2.0 2.0 5.4 4.3 4.0 3.8 2.5 2.2

∆E -29.5 -31.8 -31.5 -27.6 -29.7 -29.5 -25.7 -28.0 -27.9 -28.0 -29.9 -29.8
∆H (0) -28.5 -30.8 -30.5 -26.5 -28.6 -28.4 -24.6 -26.9 -26.8 -26.9 -28.8 -29.7
∆H (298) -28.0 -30.3 -30.0 -26.0 -28.1 -27.9 -24.1 -26.4 -26.3 -26.4 -28.3 -28.2

‚CH3 + SnH4 f CH4 + ‚SnH3

∆Eq 1.7 2.2 2.4 5.0 5.5 5.6 6.3 5.1 4.8 5.9 4.4 4.2
∆Hq (0) 2.7 3.2 3.4 5.8 6.3 6.4 6.7 5.5 5.2 6.4 4.9 4.7
∆Hq (298) 2.0 2.5 2.7 5.0 5.5 5.6 6.0 4.8 4.5 5.7 4.2 4.0
Ea (298) 3.2 3.7 3.9 6.2 6.7 6.8 7.2 6.0 5.7 6.8 5.3 5.1
Ea (298)-W 3.1 3.6 3.8 5.8 6.3 6.4 6.7 5.5 5.2 6.4 4.9 4.7

∆E -30.4 -33.7 -33.2 -31.6 -31.9 -31.4 -34.3 -34.7 -34.4 -32.4 -32.9 -32.7
∆H (0) -26.3 -29.6 -29.1 -27.2 -27.5 -27.0 -30.0 -30.4 -30.1 -28.0 -28.5 -28.3
∆H (298) -26.5 -29.8 -29.3 -27.5 -27.8 -27.3 -30.2 -30.6 -30.3 -28.3 -28.8 -28.6

‚CH3 + HSn(CH3)3 f CH4 + ‚Sn(CH3)3

∆Eq 2.4 6.0 6.5
∆Hq (0) 3.1 6.4 6.4
∆Hq (298) 2.7 6.0 5.7
Ea (298) 3.8 7.2 6.9
Ea (298)-W 3.8 6.7 6.3 3.2c

∆E -30.9 -31.1 -33.5 -31.5
∆H (0) -26.4 -26.3 -28.7 -26.7d

∆H (298) -26.7 -26.6 -29.1 -27.1d

‚C(CH3)3 + HSn(CH3)3 f HC(CH3)3 + ‚Sn(CH3)3

∆Eq 3.9 7.1 2.7

∆E -22.3 -21.4 -26.7 -24.2
∆H (0) -17.8 -16.8 -22.4 -19.9d

∆H (298) -18.3 -17.4 -22.9 -20.4d

a All ZPVE, thermal, and Wigner tunneling corrections evaluated using cc-pVDZ basis unless indicated otherwise.b DZ, TZ, and QZ denote
cc-pVDZ, cc-pVTZ, and cc-pVQZ basis sets, respectively.c Ref 27.d Thermal and ZPVE corrections computed using MP2 frequencies.

Hydrogenation of Hydrocarbon Radicals J. Phys. Chem. A, Vol. 111, No. 35, 20078685



increase with system size. Thus, in an actual experimental
hydrogen donation reaction in which a much larger hydrogen
donation tool is being used, the barrier to the reaction would
likely remain small, according to the results for reaction 4
obtained by MP2, CCSD(T)//MP2, and CCSD(T)//BHLYP
computations.

The energies of reaction become progressively more exo-
thermic as the group IVA atom gets heavier. For a given metal/
metalloid, the energies of reaction are somewhat smaller for
reactions 1 and 4 than for reactions 2 and 3. The reaction energy
for reaction 4 is, at the MP2/cc-pVDZ[-PP] level,∼7 kcal mol-1

less exothermic than that for reaction 3 for each of the group
IVA atoms considered. This is in good agreement with the
8 kcal mol-1 change that would be expected on the basis of the
C-H bond dissociation energies in H-CH3 vs H-C(CH3)3.60

Of the four models of hydrogen transfer reactions studied,
the reactions of type‚C(CH3)3 + HX(CH3)3 f HC(CH3)3 +
‚X(CH3)3 represent the best model of hydrogen donation in a
mechanosynthesis scheme, in which the hydrogen donor con-
taining a weak bond between hydrogen and a group IVA atom
would be bound via a hydrocarbon linker to an SPM tip. Upon
approaching a radical site, the hydrogen bound to the metal/
metalloid would be abstracted by the radical site. Ideally, one
would want this abstraction process to be kinetically fast and
positionally selective. Of the four group IVA atoms considered,
the lead-containing tool has the smallest barrier to hydrogen
donation (∆Eq ) 3.7 kcal mol-1 at the BHLYP/cc-pVDZ-PP
level). The reaction is also the most exothermic with a∆H(298)
of -32.0 kcal mol-1 at the CCSD(T)/cc-pVDZ-PP level (with
MP2 vibrational corrections). Nevertheless, this model reaction
is adequate for the required hydrogen donation function using
any of the group IVA atoms considered.

Figure 6 shows the C-X-H (X ) Si, Ge, Sn, Pb) bending
potential of HX(CH3)3 computed at the MP2/cc-pVDZ[-PP]
level of theory. Since many modes contribute to the C-X-H
bending, it was not possible to estimate the positional selectivity
by consideration of the energy levels of a single vibrational
normal mode. One can, however, take the potential energy curve
for displacements along a simple bending coordinate and
compute the classical turning points (ignoring zero-point
vibrational energy). Using this potential, we can then roughly
approximate the positional uncertainty of the hydrogen donor
due to thermal motion at a given temperature. Table 8 lists the
classical turning points and associated positional uncertainties
for tools with the various metals/metalloids. The bending curve
is generated by fixing HX(CH3)3 at its RMP2/cc-pVDZ[-PP]
optimized geometry and varying only the H-X-C bending
coordinate. Positional uncertainty is<0.22 Å at 298 K for all
tooltips, or one-tenth the∼2.5 Å average spacing between two
closest hydrogens on the H-terminated C(111) diamond sur-

TABLE 7: Energies of Activation (∆Eq) and Reaction (∆E, kcal mol-1) for Lead-Based Reactionsa,b

B3LYP BHLYP MP2 CCSD(T)

DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP DZ-PP TZ-PP QZ-PP expt

‚H + PbH4 f H2 + ‚PbH3

∆Eq 0.0 0.0 0.0 0.4 0.4 0.4 3.9 2.9 2.2 2.4 1.3
∆Hq (0) 0.0 0.0 0.0 0.5 0.5 0.5 3.8 2.8 2.1 2.3 1.2
∆Hq (298) 0.3 0.3 0.3 0.4 0.4 0.4 3.5 2.5 1.8 2.2 1.1
Ea (298) 1.5 1.5 1.5 1.6 1.6 1.6 4.7 3.7 3.0 3.3 2.2
Ea (298)-W 1.5 1.5 1.5 1.5 1.5 1.5 4.2 3.2 2.5 3.0 1.9

∆E -39.0 -41.5 -41.1 -36.9 -39.2 -38.8 -34.9 -37.4 -37.2 -37.3 -39.5 -39.2
∆H (0) -38.0 -40.5 -40.1 -35.8 -38.1 -37.7 -33.6 -36.1 -35.9 -36.1 -38.3 -38.0
∆H (298) -37.5 -40.0 -39.6 -35.4 -37.7 -37.3 -33.2 -35.7 -35.5 -35.7 -37.9 -37.6

‚CH3 + PbH4 f CH4 + ‚PbH3

∆Eq 0.2 0.5 0.7 2.6 2.9 3.1 3.9 2.8 2.6 3.5 2.2 2.0
∆Hq (0) 1.3 1.6 1.8 3.7 4.0 4.2 4.6 3.5 3.3 4.2 2.9 2.7
∆Hq (298) 0.7 1.0 1.2 2.9 3.2 3.4 3.9 2.8 2.6 3.6 2.3 2.1
Ea (298) 1.9 2.2 2.4 4.1 4.4 4.6 5.1 4.0 3.8 4.7 3.4 3.2
Ea (298)-W 1.9 2.2 2.4 4.0 4.3 4.5 4.9 3.8 3.6 4.6 3.3 3.1

∆E -40.0 -43.4 -42.7 -41.0 -41.4 -40.8 -43.4 -44.2 -43.8 -41.7 -42.4 -42.2
∆H (0) -35.8 -39.2 -38.5 -36.5 -36.9 -36.3 -39.0 -39.8 -39.4 -37.2 -37.9 -37.7
∆H (298) -36.1 -39.5 -38.8 -36.8 -37.2 -36.6 -39.3 -40.1 -39.7 -37.5 -38.2 -38.0

‚CH3 + HPb(CH3)3 f CH4 + ‚Pb(CH3)3

∆Eq 0.7 3.3 4.0

∆E -42.6 -42.4 -44.8 -43.0
∆H (0) -38.2 -37.6 -40.3 -38.5c

∆H (298) -38.4 -37.9 -40.5 -38.7c

‚C(CH3)3 + HPb(CH3)3 f HC(CH3)3 + ‚Pb(CH3)3

∆Eq 1.2 3.7

∆E -33.9 -32.6 -38.1 -35.7
∆H (0) -29.6 -28.2 -33.9 -31.5c

∆H (298) -30.1 -28.7 -34.4 -32.0c

a All ZPVE, thermal, and Wigner tunneling corrections evaluated using cc-pVDZ basis unless indicated otherwise.b DZ, TZ, and QZ denote
cc-pVDZ, cc-pVTZ, and cc-pVQZ basis sets, respectively.c Thermal and ZPVE corrections computed using MP2 frequencies.

TABLE 8: Positional Uncertainty of HX(CH 3)3 (where X )
Si, Ge, Sn, Pb) Computed from Classical Turning Pointsa

angular
uncertainty (deg)

positional
uncertainty (Å)

R[X-H] (Å) 77 K 298 K 77 K 298 K

C 1.11 2.4 4.9 0.05 0.09
Si 1.50 2.8 5.7 0.07 0.15
Ge 1.55 2.8 5.9 0.08 0.16
Sn 1.73 3.2 6.6 0.10 0.20
Pb 1.78 3.5 7.0 0.11 0.22

a All computations performed at MP2/DZ[-PP] level.b cc-pVDZ
basis set for Si and cc-pVDZ-PP pseudopotential for Ge, Sn and Pb.
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face,11 potentially allowing excellent positional control during
hydrogen donation.

A legitimate concern for the feasibility of hydrogen donation
via a lead-based tool is whether the weakly bonded hydrogen
is bound tightly enough to be maneuvered around and donated
to a radical site. The X-H (X ) Si, Ge, Sn, Pb) bond strength
in the tooltip can be gauged from the bond enthalpy, Ed, of the
analogous HX(CH3)3 species. The X-H bond enthalpies in the
H-X(CH3)3 models increase in the order Pb-H (57.8)< Sn-H
(69.2)< Ge-H (78.8)< Si-H (86.0)< C-H (92.2 kcal mol-1)
at the MP2/DZ[-PP] level of theory. The Arrhenius equation
for the one-step thermal desorption rate,k1 ) νe-Ed/kBT, may be
used to crudely approximate the canonical residence time for
an H atom chemisorbed to a tooltip heated to temperatureT.66

TakingT ) 298.15 K,Ed ) 57.8 kcal mol-1 ) 2.5 eV for the
weakest (CH3)3Pb-H tooltip, and the pre-exponential constant
ν ∼ kBT/h ∼ 6 × 1012 s-1 typically used for thermally migrating
chemisorbed hydrogen adatoms on diamond surface66-68 (the
precise value of which does not sensitively influence the
conclusion), the lifetime of the H atom against spontaneous
dissociation from the Pb-based tooltip isk1

-1 ∼ 1029 s, allowing
sufficient time to maneuver the hydrogen until it reaches the
radical site.

4. Conclusions

Hydrogen transfer from Si-, Ge-, Sn-, and Pb-substituted
methane and isobutane to methyl andt-butyl radical sites is
investigated theoretically using high-level electronic structure
theory methods. The importance of using small-core pseudo-
potentials in obtaining accurate barriers and reaction energies
is demonstrated. All of the reactions considered are exothermic
with small barriers. With respect to the thermodynamics and
kinetics of the essential hydrogen transfer step, the use of a
tooltip hydrogen attached to a group IVA element as a possible
hydrogen donation tool in the mechanosynthesis of diamondoids
appears feasible, with reaction energy barriers decreasing and
reaction exoergicities increasing for Sif Ge f Sn f Pb.
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